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Think of binary representations in $[0,1]$, like

$$
0.010100010 \ldots
$$

$$
\begin{aligned}
&\{0,1\}^{\omega} \longrightarrow[0,1] \\
& x_{1} x_{2} x_{3} \ldots \longmapsto \sum_{i=0}^{\infty} x_{i} \cdot 2^{-i}
\end{aligned}
$$
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$$
\begin{aligned}
& \phi_{0}(x)=\frac{x}{2} \\
& \phi_{1}(x)=\frac{x+1}{2} \\
& S_{0}^{01 \ldots}= {[0,1] } \\
& S_{1}^{01 \ldots}= \phi_{0}([0,1]) \\
& S_{2}^{01 \ldots}= \phi_{0} \circ \phi_{1}([0,1]) \\
& S_{i}^{\vec{x}}= \phi_{x_{0}} \circ \ldots \circ \phi_{x_{i}}([0,1]) \\
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where $a, b, c, d \in \mathbb{R}$.
We are interested in Möbius maps that are

- strictly increasing,
- refining $(A:[0,+\infty] \rightarrow[0,+\infty])$.
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$$
\begin{gathered}
L \ldots \in[0,1] \\
L R \ldots \in\left[\frac{1}{2}, 1\right] \\
L R R \ldots \in\left[\frac{2}{3}, 1\right]
\end{gathered}
$$

A nested sequence of sets $S_{i}^{\vec{*}}$.
Each $S_{i}^{\vec{x}}$ is bounded by the parents of $x_{1} x_{2} \ldots x_{i}$.

The Stern-Brocot representation is a digit set
(\%)

$$
\phi_{L}(x)=\frac{x}{x+1} \quad \phi_{R}(x)=x+1
$$

$\left\{\phi_{L}, \phi_{R}\right\}$ is a good digit set.
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## Translating $\phi_{0}, \phi_{1}$ to $[0,+\infty]$



$$
\begin{aligned}
\phi_{0}(x) & =\frac{x}{2} \\
\phi_{1}(x) & =\frac{x+1}{2}
\end{aligned}
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$$
\begin{aligned}
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$$
[0,1]=\phi_{0}([0,+\infty])
$$

$$
\begin{aligned}
& {\left[\frac{1}{3}, 1\right]=\phi_{0} \circ \phi_{1}([0,+\infty])} \\
& \frac{1}{\pi-1} "=" .010100010 \ldots
\end{aligned}
$$
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## Good digit sets have shrinking diameters.



$$
\begin{aligned}
\phi_{0}(x) & =\frac{x}{2} \\
\phi_{1}(x) & =\frac{x+1}{2}
\end{aligned}
$$

$[0,+\infty]$ inherits a metric from $[0,1]$.
We use this metric to measure the "shrinking" of
$\phi_{i_{1}} \phi_{i_{2}} \ldots \phi_{i_{n}}([0,+\infty])$.

## Good digit sets have shrinking diameters.


$\mathcal{B}(\Phi, n)$ measures the maximum diameter for $n$-length sequences.

$$
\begin{aligned}
\mathcal{B}(\Phi, 0) & =1 \\
\mathcal{B}(\Phi, 1) & =\frac{1}{2} \\
\mathcal{B}(\Phi, 2) & =\frac{1}{4}
\end{aligned}
$$

## Good digit sets have shrinking diameters.


$\mathcal{B}(\Phi, n)$ measures the maximum diameter for $n$-length sequences.

$$
\begin{aligned}
\mathcal{B}(\Phi, 0) & =1 \\
\mathcal{B}(\Phi, 1) & =\frac{1}{2} \\
\mathcal{B}(\Phi, 2) & =\frac{1}{4}
\end{aligned}
$$

Good: $\lim _{j \rightarrow \infty} \mathcal{B}(\Phi, j)=0$

## The rough idea behind the algorithm

When $A(x) \in \phi_{j}((0,+\infty))$ no matter what $x$ is, output the digit $\phi_{j}$.
Otherwise, absorb a digit from $\times$ to refine our calculation. Define $A \sqsubseteq \phi_{j} \Leftrightarrow A([0,+\infty]) \subseteq \phi_{j}([0,+\infty])$.
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## The rough idea behind the algorithm

When $A(x) \in \phi_{j}((0,+\infty))$ no matter what $x$ is, output the digit $\phi_{j}$.
Otherwise, absorb a digit from $x$ to refine our calculation.
Define $A \sqsubseteq \phi_{j} \Leftrightarrow A([0,+\infty]) \subseteq \phi_{j}([0,+\infty])$.

$$
H\left(A, \phi_{i_{1}} \phi_{i_{2}} \ldots\right):=\left\{\begin{array}{cl}
\phi_{0} H\left(\phi_{0}^{-1} \circ A, \phi_{i_{1}} \phi_{i_{2}} \ldots\right) & \text { if } A \sqsubseteq \phi_{0} \\
\phi_{1} H\left(\phi_{1}^{-1} \circ A, \phi_{i_{1}} \phi_{i_{2}} \ldots\right) & \text { else if } A \sqsubseteq \phi_{1} \\
\vdots & \\
\phi_{k} H\left(\phi_{k}^{-1} \circ A, \phi_{i_{1}} \phi_{i_{2}} \ldots\right) & \text { else if } A \sqsubseteq \phi_{k} \\
H\left(A \circ \phi_{i}, \phi_{i_{2}} \phi_{i_{3}} \ldots\right) & \text { otherwise. }
\end{array}\right.
$$

